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Assessing Group Change Under Conditions of Anonymity and Overlapping Samples
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Background: A commonly used research design in the social sciences involves the matching of observations over two time periods (i.e., Time 1 → Time 2) to assess group change. Because coupled observations are usually correlated, a paired- or dependent-samples t test is generally recommended in such applications to determine if there has been a statistically significant change in mean scores across time. Consequently, it is typically believed that unless information for matching respondents’ observations is available, researchers have no choice but to treat the observations as if they were independent.

Objectives: To demonstrate alternative statistical approaches for employing the paired samples t test when information for matching respondents’ observations is unavailable and to illustrate the applicability of these alternatives to longitudinal designs in which respondents at Time 1 are partially replaced by new respondents at Time 2.

Method: Theoretical arguments and examples are employed to achieve the specified objectives.

Results/Discussion: Performing an independent-samples t test when a paired-samples t test is more appropriate will lead to a loss of statistical power and, thus, increase the likelihood of a Type II statistical error. The statistical approaches that are demonstrated allow researchers to account for pairwise dependency across observations and, therefore, to obtain a fairer test of group change in means.
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Various research designs in the social sciences employ paired or matched observations for assessing group changes over time (i.e., Time 1 → Time 2). Pairing subjects and their responses from one time period to the next, data analysis is thus generally performed using a paired- or dependent-samples t test. It is not uncommon, however, for such longitudinal designs to involve overlapping samples in which only partial information on the pairing of subjects is available. In such situations, it is typically believed that researchers have no alternative but to treat the two samples as if they were independent. Assuming that the samples are from a normally distributed population, data analysis is often performed with an independent-samples t test. Zimmerman (1997) has observed, however, that significance tests of location, including the independent-samples t test, are inappropriate for such applications because repeated observations on the same respondents over period of time are usually correlated rather than independent. He further demonstrates that performing an independent-samples t test on correlated observations results in a loss of statistical power and, thus, increases the likelihood of a Type II statistical error. Indeed, when respondents are paired or matched in some way, even a correlation of .10 between observations seriously distorts the significance level of an independent-samples t test, resulting in an overly conservative test of group change between means (Zimmerman, 1997).

The purpose of this article is twofold. First, to suggest three alternative statistical approaches for employing the paired samples t test when explicit information about matching respondents’ observations is unavailable. Second, to illustrate the applicability of these alternatives to longitudinal designs in which respondents at Time 1 are partially replaced by new respondents at Time 2 and when information for estimating the degree
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of pair wise dependency (i.e., correlation) between Time 1 — Time 2 observations is accessible.

**Alternative Approaches**

One alternative to performing an independent-samples \( t \) test for assessing group change when one is unable to match subjects' responses across time is to arrange Time 1 and Time 2 responses so as to maximize their negative pair wise relationship and then perform a paired-samples \( t \) test. This can be accomplished by arranging the Time 1 responses in ascending order and the Time 2 responses in descending order as shown in columns 1 and 2a of Table 1 and then performing a paired-samples \( t \) test, using the following formula:

\[
t = \frac{D}{(S^2_{m1} + S^2_{m2} - 2r_{12}S^2_{m1}S^2_{m2})^{1/2}}
\]

where \( D \) is the mean difference in scores, \( S^2_{m1} \) and \( S^2_{m2} \) are the estimates of variance of the means for Time 1 and Time 2, \( r_{12} \) is the correlation between the two sets of observations, and degrees of freedom equals the number of respondents minus one. If a significant result is obtained, one can be very confident that there is a unique difference between the Time 1—Time 2 mean scores. In the present application (Table 1, comparing columns 1 and 2a), \( t = 2.60, df = 9, p < .05 \). This alternative is only slightly less conservative than setting the correlation between the Time 1 and Time 2 responses (i.e., \( r_{12} \) in Equation 1) equal to -1.0. It would be generally preferred, however, because assuming a perfect negative correlation between pairs of responses is unnecessarily conservative for most research designs.

Given that some of the same individuals at Time 1 are also surveyed at Time 2, it might be argued that the relationship between the two sets of observations is not negative. Thus, a second alternative would be to calculate an independent-samples \( t \) value, but use the degrees of freedom appropriate for a paired-samples \( t \) test. This can be accomplished by arranging the Time 1 and Time 2 responses so that there is no pair wise relationship (i.e., dependency) and then performing a paired-samples \( t \) test. One such arrangement is shown in columns 1 and 2b in Table 1, where the Time 1 responses have been ordered from the lowest to the highest and the Time 2 responses have been arrayed in such a way as to achieve the lowest correlation possible with their Time 1 counterparts. In Table 1, the desired matching of Time 1 and Time 2 (see column 2b) responses was accomplished by hand. For larger data sets, the necessary matching would be more efficiently realized by randomly sorting the Time 2 responses. With most longitudinal data, this second alternative would also tend to be conservative, although somewhat less than the first alternative. In the present application (Table 1, comparing columns 1 and 2b), \( t = 3.65, df = 9, p < .01 \).

A final alternative requires a familiarity with both the survey instrument being employed for data collection and the variables being studied. If it is known, for example, from previous work that the estimated reliability of measurement device \( X \) is .70, and a uniform change in a focal variable is expected across an intervention's targeted subjects, one may simply substitute \( X \)’s estimated reliability (i.e., \( r_{xx} \)) for \( r_{12} \) in Equation 1. Because reliability sets an upper limit on validity (Ghiselli, Campbell, & Zedeck, 1981), this is a reasonable option. Following classical test theory, the reliability coefficient a researcher substitutes in exercising this alternative may be based on any of three empirical approaches (Pedhazur & Schmelkin, 1991): (a) the correlation between observations on the same instrument given at dif-

**TABLE 1. Examples of Time 1 and Time 2 Responses**

<table>
<thead>
<tr>
<th>Respondent</th>
<th>Time 1 Observations</th>
<th>Possible Arrangements of Time 2 Observations</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(I)</td>
<td>(2a)*</td>
</tr>
<tr>
<td>1</td>
<td>50</td>
<td>66</td>
</tr>
<tr>
<td>2</td>
<td>51</td>
<td>64</td>
</tr>
<tr>
<td>3</td>
<td>52</td>
<td>62</td>
</tr>
<tr>
<td>4</td>
<td>53</td>
<td>61</td>
</tr>
<tr>
<td>5</td>
<td>54</td>
<td>60</td>
</tr>
<tr>
<td>6</td>
<td>55</td>
<td>59</td>
</tr>
<tr>
<td>7</td>
<td>56</td>
<td>59</td>
</tr>
<tr>
<td>8</td>
<td>57</td>
<td>58</td>
</tr>
<tr>
<td>9</td>
<td>58</td>
<td>56</td>
</tr>
<tr>
<td>10</td>
<td>59</td>
<td>54</td>
</tr>
<tr>
<td>M (SD)</td>
<td>54.50 (3.63)</td>
<td>52.90 (3.57)</td>
</tr>
<tr>
<td>( r_{xx} )</td>
<td>(-0.98^d )</td>
<td>0.01^d</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.60^a</td>
</tr>
</tbody>
</table>

*Time 2 observations arranged in descending order.
*Correlation between Time 1 and Time 2 observations.
*Estimated reliability of Time 1/Time 2 measurement instrument.
ference times (the test-retest approach), (b) the correlation between comparable forms of the same instrument (the equivalent forms approach), and (c) the correlation between comparable parts of same instrument (the internal-consistency approach). If differential change were expected, then the substituted coefficient (however derived) could be set to less than the estimated reliability. To illustrate this final alternative, column 2c in Table 1 presents a third possible arrangement of Time 2 responses. Comparing column 1 and 2c, but substituting a reliability coefficient of .60 (rather than .70) in Equation 1 for \( r_{12} \), \( t = 5.71, df = 9, p < .001 \).

**An Extension**

A consideration of the third alternative described above suggests an extension to situations involving longitudinal designs in which respondents at Time 1 are partially replaced by new respondents at Time 2, and no information for estimating the dependence between Time 1 and Time 2 observations is available. Consider two samples \( (N_1, N_2) \) with an overlap of \( L \) respondents. Using the difference in sample means as an estimate of the difference in population means, the variance of the difference in sample means is

\[
\text{Var}(x_1 - x_2) = \sigma^2 \left( \frac{1 + \frac{L}{N_1} - \frac{2L}{N_1N_2}}{N_1N_2} \right)
\]

where \( \rho \) is the sample correlation for identified pairs of Time 1 and Time 2 responses. Applying this modification to the denominator in Equation 1 yields the following equivalent expression:

\[
t = \frac{D}{\sigma^2} \left( 1 + \frac{L}{N_1} - \frac{2L}{N_1N_2} \right)^{1/2}
\]

Formula 3 can be applied directly if \( L \) and \( \rho \) are known. Mann and Martin (1999) have discussed possible methods for estimating \( L \) in situations where it might normally be unknown due to concerns over confidentiality. In an application that Mann and Martin described in detail, respondents were asked at both Time 1 and Time 2 to indicate their Social Security numbers on separate sheets of paper. This information was then used to match Time 1 and Time 2 responses so that both \( L \) and \( \rho \) could be estimated, with \( \rho \) being the sample correlation for the identified pairs of responses. A similar method for matching anonymous pre- and post-test respondents using an anonymous sticker identification system is described by McGloin, Holcomb, and Main (1996).

Such methods, of course, are inapplicable in situations where a researcher initially has no intention of resampling at a later date and, thus, sees no need to request identifying codes at Time 1 or in situations where a decision is made by a different researcher to conduct a followup study. The alternatives previously described, however, offer three solutions to such dilemmas. Given that \( L \) can be estimated by assuming that the proportion of overlap between the Time 1 and Time 2 respondents is equivalent to the proportion of known overlap between the Time 1 and Time 2 population of subjects, \( \rho \) may be estimated using either the first or second alternatives described above. That is, by calculating the sample correlation between Time 1 and Time 2 responses after simply arranging the Time 1 responses and the Time 2 responses (as shown in columns 1 and 2a in Table 1) so as to maximize their negative pair wise relationship or, less conservatively, by arranging the Time 1 and Time 2 responses (as shown in columns 1 and 2b in Table 1) so that there is no pair wise dependency. As a third basis for estimating the sample correlation, a researcher might choose to follow the final alternative described above and substitute the estimated reliability of one’s survey instrument for \( \rho \).

The point of the preceding discussion is to inform researchers that, contrary to having no choice other than using an independent-samples \( t \) test in the absence of pair wise information, alternatives do exist.
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